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Abstract 

During machining, surface modifications are directly related to the process dynamic affecting the 

thermo-mechanical properties of the materials. The physics phenomena (such as dynamic 

recrystallization, hardening and recovery effects) are difficult to be experimentally evaluated during 

the cutting operations, therefore the simulations are very important tools to understand their 

evolution. Orthogonal cutting experiments were conducted on Waspaloy under different cutting 

parameters and lubri-cooling conditions. The machined surfaces were evaluated via optical 

microscope and the surface integrity was analyzed in terms of microstructural changes and 

microhardness. The deformation mechanisms that occurred in chip formation and on the machined 

surface were investigated in order to build-up a physically based constitutive model. Subsequently, 

the developed material model was implemented via sub-routine in a commercial Finite Element 
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software. The numerical prediction strategy was validated through comparisons with experimental 

outcomes (cutting forces, temperature and metallurgical changes) and employed to predict the 

variables of scientific interest (microstructural modifications and microhardness). The overall 

absolute error in predicting the principal cutting force, feed force and temperature were 

approximately equal to 5%, 9% and 7% respectively. Furthermore, the developed model permits to 

explore the metallurgical changes and their evolution during the machining process varying cutting 

parameters and lubri-cooling conditions. 
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1. Introduction 

The aerospace industries have to guarantee extremely high reliability and duration of the 

manufactured artefacts, consequently, one of the most important topic of research into this sector 

regards the prediction of the aero-engine component failure. This latter is extremely hard to be 

estimated, mainly because a complete knowledge of the material changes happening during all the 

deformation history of the finished product cannot be obtained only via experimental analysis. 

Moreover, having a deep knowledge of the microstructural behavior of the material under large 

deformation process, can lead to the improvement of the mechanical properties. This improvement 

can be achieved optimizing the process parameters and consequently the thermo-mechanical routes 

of the worked material. 

In the manufacturing of jet engines, the components produced by super alloys represent about 50% 

by weight. This broad contribution is mainly due to their superior mechanical performances under 

critical working conditions [1-3]. Although they have superior quality, they usually show poor 

machinability, indeed these materials are also known as “hard-to-cut” materials. Focusing on 

nickel-based alloys, the Waspaloy is mainly used in jet engines blades and structural components 

manufacturing thanks to its superior mechanical properties, high oxidation resistance, stiffness and 



strength to weight ratio [4]. In last decades, the researches focusing on this material are increasing, 

mainly because, many efforts are needed to adequately choose the process parameters and lubri-

cooling conditions, select the correct tooling, control the machine shop and consequently reduce the 

work in process [5]. 

In this context, the numerical simulations lead a significant contribution in improving the product 

quality by optimization of the manufacturing process parameters, without performing costly 

experiments. Nowadays the numerical simulation is a very effective approach for gaining also 

fundamental insight into the evolution of the material microstructure during the metal cutting 

process. [6, 7].  

Generally, in the machining simulation the constitutive material behavior plays an important role in 

the correct representation of the process. The flow stress is a mathematical description of the 

relationship between stress and strain on varying physics variables, such as strain-rate and 

temperature during different deformation mechanisms. Most of the earlier constitutive models, 

known as phenomenological models, macroscopically describe the material plastic stress-strain 

response simply fitting the experimental data. This means that the material microstructure and its 

evolution as well as dislocations density modifications are not included into the model. However, 

phenomenological models are usually employed to describe the high strain-rate and temperature 

flow stress response of materials in machining because of easy implementation into the simulation 

software [8]. 

A phenomenological model that plays a significant role in FE analysis pf large strains is the 

Johnson-Cook (JC) model. It is also the most widely used in machining simulations due to its 

simplicity and because it is defined through simple interpolation of experimental data. This model 

provides a description of the relationship between true stress and true strain at various strain-rate 

and temperature, during different deformation mechanisms [9-11]. JC based numerical models can 

be also coupled with microstructural dependent semi-empirical models, making possible to get 

information on the surface modifications. Unfortunately, they frequently need to be re-calibrated 



considering the various working conditions and the obtained numerical constants have not physical 

meanings [12-14]. 

On the other hand, considerable progresses were reached in describing the constitutive relations 

using dislocation-mechanics based models, particularly for pure metals and alloys. These complex 

models provide more information on microstructural modifications during the evolution of the 

material deformation and they consider these effects in the flow behavior [15].  

Therefore, they represent a tool to analyze and to understand the effects of the metallurgical micro-

scale mechanisms. In particular, these models describe the flow stress of a material as a function of 

micro-scale phenomena responsible of the strengthening (e.g. interaction between mobile and 

immobile dislocations) or softening (e.g. dynamic recovery, grain recrystallization or grain 

boundary sliding).  

It is fundamental tenet of materials science that the material thermo-mechanical properties depend 

on the metallurgical structure and its modifications. In the machining operations, the microstructural 

evolutions are characterized by the interaction between mobile dislocations and short or long range 

obstacles (e.g. solute atoms, precipitates, forest dislocations or grain boundaries). In that case, the 

strengthening or softening phenomena are always governed by strain, strain rate and temperature. 

Due to their analytical complexity, the physically based constitutive models have relatively limited 

application in metal cutting simulation. However, they are more attractive than phenomenological 

models since they intrinsically permit to simulate all the microstructural changes and understand 

their evolution during the machining processes, quantifying their effects on the material thermo-

mechanical properties. [16, 17].  

Many physically based models have been implemented in order to simulate general plastic 

deformation processes of metals, with different characteristics and applications. 

Estrin et al. [18] formulated a discrete dislocation density based model to compute the shear stress 

in metal deformation, considering two different contributions in dislocation evolution that refers to 

low dislocation density channels and high dislocation density walls during material deformation. 



Based on the same modeling approach, Ding and Shin [19] developed a multi-physics model to 

simulate the surface microstructure evolution and the hardness changes on the worked surface 

during machining of AISI 52100 steel. 

Lindgren et al. [20] presented a new model based on dislocation density evolution, where the flow 

stress was assumed to consist of different additive contributions. In detail, this model involved the 

interaction between the mobile and immobile dislocations, the microstructural effects due to the 

grain size changes and the short-range interactions of the mobile dislocations with the small 

particles, as precipitates and small disturbance into the lattice. 

The total stress field was computed using the same technique showed by Liu et al. [21], although 

they differently computed the dislocation density evolution. In fact, the proposed evolution model 

took into account the hardening and recovery effects on dislocations and their interactions during 

the plastic deformation.  

Concerning Waspaloy, various researches on its mechanical behavior and metallurgical changes 

were carried out to date. Chamanfar et al. [22] studied the evolution of the flow stress and 

microstructure at higher temperature performing isothermal compression tests. They proposed a 

phenomenological material constitutive model. The metallurgical evolution was well investigated, 

but the material behavior was not affected by the microstructural changes experimentally evaluated. 

Likewise, Shen et al. [23] performed hot compression tests under different thermo-mechanical 

conditions, investigating the microstructure modification they discovered different stages of 

evolutions. They implemented the microstructure model into FE simulations to predict detailed 

thermo-mechanical histories during forging. However, the material constitutive model did not take 

into account the microstructure evolution and its effects on the material behavior. In contrast, Del 

Prete et al. [24] developed a phenomenological constitutive model based on the workpiece initial 

hardness to simulate the material behavior of the Waspaloy during machining. They validated the 

model through the prediction of the cutting forces, temperature into the cutting zone and chip 

morphology. Also Caruso et al. [12] proposed an innovative phenomenological modeling approach 



to take into account the microstructural changes effect on the material JC flow stress, implementing 

the developed model into FE software to simulate the machining process. It is clear by analyzing 

the literature, that the microstructure and metallurgical changes play an important role on the 

material behavior and, although several material behavior models have been proposed, these still 

show poor or missing links between the material modifications and the mechanical properties. 

Therefore, in order to ensure the designed mechanical properties of the Waspaloy made artifacts, a 

deeper knowledge of physics correlation between the mechanical behavior and the microstructural 

evolution under high dynamic loading is required. Thus, the aim of this work are: (i) to investigate 

the deformation mechanisms of the Waspaloy machined under different lubri-cooling conditions 

and cutting parameters; (ii) to develop a physically based constitutive model to simulate the 

material behavior during orthogonal machining; (iii) To develop a Finite Element strategy for 

numerical prediction of the surface integrity during machining of Waspaloy. 

 

2. Experimental tests 

The orthogonal machining tests, under three different lubri-cooling conditions (dry, wet and 

cryogenic), were conducted on a CNC MAZAK high speed CNC turning center. The experimental 

plan is reported in Table 1 and they consisted in radial facing operations of Waspaloy (45 HRC) 

disks at different cutting speeds and feed rate. Tests were performed using S quality rhomboidal 55° 

coated carbide tool, mounted on a DDJNR 2525M 15 tool holder (provided by Sandvik 

Coromant©). This latter was fixed on a piezoelectric dynamometer (Kistler© 9257), in order to 

measure the cutting forces. Temperatures on the tool-chip interface were also measured during the 

machining tests via IR thermo-camera provided by FLIR (A6000-series). Further details about the 

experimental trials are described in a previous work [4]. Finally, all the samples were sectioned, 

mounted, polished and etched to carry out metallographic and microhardness analysis. The etchant 

employed was the Kalling’s reagent that is recommended for aged and solution treated material. 

The microstructure of the worked samples was analyzed using optical microscope (Leica© DFC320 



1000x). The microhardness (HV0.01) was measured on polished samples using a QNES 10 micro-

indenter for 10s of pause time. 

 

3. Deformation mechanism  

Generally, during machining processes, the material is subjected to severe plastic deformation and 

the interested regions are both the surface-subsurface zone and the chip. The metallurgical 

phenomena induced by the tool action are usually characterized by strongly deformed grains (shape 

modification), changes in dislocation density and their accumulation region, grain refinement 

(dynamic recrystallization that lead to new microstructures formation) as well as precipitation and 

phases modifications [25, 26]. The nickel-based super alloys, when subjected to machining 

operations, usually show recrystallized, highly deformed region within the grains and different 

altered layers with varying intensity of deformation in surface and subsurface of the worked 

material. In detail, normally the affected layer shows the generation of slip band, grains elongation 

in the cutting direction, white layer formation and dynamic recrystallization due to the thermo-

mechanical loads induced by manufacturing processes [1, 26]. Concerning the investigated 

Waspaloy, a schematic representation of the different metallurgical phenomena induced by different 

rate of plastic deformations is represented by Figure 1. Figure 1(a) is representative of the machined 

material cross section. The strongly deformed grains were isolated and the different deformation 

mechanisms were investigated (Figure 1(b), 1(c) and 1(d)). At lower aggressive machining 

conditions (low feed rate and cutting speed) the main deformation mechanism that characterize the 

microstructure is represented by Figure 1(b). The grains subjected to plastic deformation show wide 

regions of slip band concentrations. The glide of many dislocations, resulting in slip bands, is the 

most common manifestation of plastic deformation in crystalline solids, resulting in the increasing 

of the material strength (strain-hardening). Their presence represents the paths of dislocations 

during movement, that happens in the direction where the atoms are most closely spaced [27]. 

When the strain and strain rate increase (corresponding in the increasing of the cutting speed and 



feed rate), the slip bands start to form cell structures due to the double-cross slip mechanism. This 

effect leads to the growth of slip bands by the sidewise spreading of slip, as shown in Figure 1(c). 

The double-cross slip events of smaller height may lead to multiplication at higher stresses, while 

the slip bands tend to become narrower at low temperatures [28, 29]. When machining conditions 

became aggressive, then sub-micron grains with sharp boundaries are formed in severer 

deformation conditions, via reorganization of the dislocations within the dislocation cells (Figure 

1(d)) and some grains start to recrystallize [30], resulting in material strengthening due to Hall-

Petch effect [31]. 

The different deformation mechanisms described before are visible in the machined chip and both 

in machined surface and sub-surface (Figure 2). 

In serrated chip, two different deformation mechanisms are visible in two insulated zones identified 

as the Low Shear Strain Zone (LSSZ) and the High Shear Strain Zone (HSSZ). In LSSZ, that is far 

from shear band, the microstructure showed poor deformation and the grains had almost the same 

size of the as-received microstructure (Figure 2a). In HSSZ, that is within the shear band, it was 

possible to observe elongated grain structures and grain refinement due to the extremely large 

deformations (Figure 2b). Analyzing the microstructure of the machined surface, it is possible to 

notice that all the previously explained deformation mechanisms are clearly visible. Indeed, in the 

region very close to the worked surface the grain refinement is quite appreciable (Figure 2c). This 

result was very highlighted when severer cutting conditions were adopted. Generally, the highly 

deformed microstructure was always present in each sample (Figure 2d). From the worked surface 

to the depth, the effects of the large deformations fade away, showing slight deformation effects 

(Figure 2e) in the sub-surface and undeformed microstructure distant from the machined surface 

(Figure 2f). 

 

4. Physically based constitutive model 



The real description of the material behavior in terms of true stress-true strain represents a key role 

for understanding the reasons of the mechanical response of the manufactured components under 

different strain, strain rate and temperature conditions. The physical based models are preferred 

because they can catch the natural phenomena dominating the deformation based on the physics 

events coupled with the microstructure evolution [27]. In this work, a physically based plasticity 

model for Waspaloy has been developed and implemented in machining simulation. The 

macroscopic flow stress is assumed to consist of additive long-range and short-range contributions 

(Equation 1). 

𝜎 = 𝜎∗ + 𝜎𝐺 + 𝜎𝐻𝑃  (1) 

where 𝜎∗ is representative of the short-range contribution and is thermally activated. It is the stress 

needed for a dislocation to pass short-range obstacles and to move it through the lattice. The 

thermal vibrations can assist the stress to overcome these obstacles. 𝜎𝐺 denotes the long-range and it 

is often called strain hardening due to the forest dislocations, 𝜎𝐻𝑃 is the Hall-Petch (i.e. grain size 

contribution to the flow stress). The long-range contribution are sometimes considered as athermal 

contribution because the thermal vibrations cannot assist a moving dislocation to pass the region 

subjected to long-range distortion of lattice [32].  

4.1 Long-range contribution - strain hardening 

The interaction between moving dislocations and immobile dislocations is a long-range interaction 

(if it cuts orthogonal to the dislocation is of short-range). This interaction is the physical basis of the 

strain-hardening of a metal. The long-range contribution to the material resistance is represented by 

Equation 2 (𝜎𝐺). This mechanical resistence is due to the interactions with the dislocation 

substructure [33]. 

𝜎𝐺 = 𝑀𝛼𝐺𝑏√𝜌𝑖  (2) 



In Equation 2, 𝛼 is a proportional constant, M is the Taylor factor, 𝜌𝑖 is the density of immobile 

dislocations and G is the temperature dependent shear modulus, b is the Burger’s vector (2.50e-10m 

[34]).  

The immobile dislocation density evolution is described by Equation 3 (density dislocation 

evolution) [35, 36]. The evolution equation consists of two terms: 𝜌̇𝑖
(+)

 that is representative of the 

hardening and 𝜌̇𝑖
(−)

 that is representative of the softening due to the recovery. 

𝜌̇𝑖 = 𝜌̇𝑖
(+)

− 𝜌̇𝑖
(−)

  (3) 

4.2 Hardening contribution 

The mobile dislocations may encounter obstacles that prevent further movement and as a result 

become immobilized due to the trapping effect of the obstacles. Moreover, when dislocations are 

moving next to the grain boundaries can be annihilated due to the interactions with dislocations of 

opposite sign. The increase in dislocation density is assumed to be proportional to the plastic strain 

rate [37, 38]. 

𝜌̇𝑖
(+)

= (
1

𝑠
+

1

𝐷
)

𝑀

𝑏
𝜀̅̇𝑝 =

𝑀

𝑏Λ
𝜀̅̇𝑝 (4) 

Where 𝜀̅̇𝑝 is the equivalent plastic strain rate and Λ interprets the mean free path of a moving 

dislocation until it is immobilized. In the Equation (4), D and s represents the grain size and the cell 

size respectively. The cell size is assumed to be inversely proportional to the square root of the 

immobile dislocation according to Equation 5 [39]. 

𝑠 = 𝐾𝑐/√𝜌𝑖 (5) 

where Kc is a calibration parameter. 

4.3 Softening contribution 



Different processes may contribute to the reduction of the dislocation density. They are separated 

into static and dynamic recovery as: 

𝜌̇𝑖
(−)

= 𝜌̇𝑠𝑟
(−)

+ 𝜌̇𝑑𝑟
(−)

 (6) 

The 𝜌̇𝑠𝑟
(−)

 represents the static recovery. This formulation is depending on some physics constants as 

Boltzmann’s constant (kb) and self-diffusivity models. It is also depending on grown of dislocation 

density that is used in the model to prevent that the dislocation density become zero when very long 

times are considered in the process. In the machining simulation, a very short interval time 

proportional to 1e-7s is considered, consequently its contribution (𝜌̇𝑠𝑟
(−)

) was neglected. On the 

contrary, the dynamic recovery terms is proportional to the immobile dislocation density and the 

plastic strain rate (Equation 7). The dynamic recovery implies that moving dislocation annihilates 

the immobile ones. 

𝜌̇𝑑𝑟
(−)

= 𝛺𝜌𝑖𝜀̅̇𝑝 (7) 

where 𝛺 is a recovery function and its expression is reported in Equation 8 

𝛺 = 𝛺0 + 𝛺𝑟0 (
1

𝜀̇̅𝑝

𝐷𝑣

𝑏2)
1/3

 (8) 

𝐷𝑣 = 𝐷𝑣0𝑒𝑥𝑝(−𝑄𝑣/𝑘𝑏𝑇)  (9) 

Where Dv (Equation 9) is a diffusivity, while 𝛺0 and 𝛺𝑟0 are two calibration parameters, Dv0 is a 

numerical constant, Qv is the activation energy for self-diffusion. As reported in literature, the 

recovery for the dislocations takes place mainly in the cell walls and this process is due to climb 

controlled by excess vacancies created during deformation [35-37, 40]. 

4.4 Hall-Petch effect 

The Hall-Petch effect is due to the resistance to dislocation motion offered by grain boundaries. In 

detail, this effect is due to the pile-up of dislocations at grain boundaries leading to the activation of 



other slip systems in the surrounding grains [41]. The representative model of the Hall-Petch 

contribution to the flow stress is computed as showed by Equation 10: 

𝜎𝐻𝑃 = 𝑘𝐻𝑃/√𝐷  (10) 

Where D is the grains size. As grains are refined progressively, once they decrease under a critical 

value the material strength starts to decrease. This phenomenon is commonly referred to the inverse 

Hall-Petch effect and different physical explanations are available in literature [42-46]. The 

coefficient 𝑘𝐻𝑃 catches this physics phenomenon that is particularly evident (Figure 1 and Figure 2) 

as a grain boundary sliding coupled with significant grain refinement. This results in a softening 

effect on the material constitutive behavior and this effect is captured by the Equation 11 [47]: 

𝑘𝐻𝑃 =  𝛼𝐺
0𝑡𝑎𝑛ℎ (

𝑑

𝐷−0.5)
𝜈

 (11) 

Where 𝛼𝐺
0 , d and ν are calibration parameters, D is the grain size due to continuous grain 

refinements. 

4.5 Grain size evolution 

The grain size D has been computed taking into account the common mixture law (Equation 12): 

𝐷 = 𝐷𝐷𝑅𝑋𝑋𝐷𝑅𝑋
 + 𝐷0(1 − 𝑋𝐷𝑅𝑋)  (12) 

Where 𝐷0 is the average initial grain size (41 µm), 𝑋𝐷𝑅𝑋 is the volume of the recrystallized 

microstructure and is represented by the Avrami model asserting that the DRX has a sigmoidal 

evolution showed by Equation 13. It depends on strain 𝜀, while 𝜀𝑐𝑟 is the critical strain for the 

nucleation of the recrystallized grains (Equation 13) and 𝜀0.5 (Equation 15) that is the strain referred 

to the 50% of recrystallized microstructure. Generally, the 𝜀𝑐𝑟 is equal to the 0.8𝜀𝑝𝑒𝑎𝑘 (Equation 14) 

that denotes the strain corresponding to the maximum stress. The 𝐷𝐷𝑅𝑋 is the dynamically 

recrystallized grain size computed as shown by Equation 16. The 𝐷𝐷𝑅𝑋 is a function of two material 



constants and the Zener-Hollomon parameter (Equation 17). The constant R in Equation 17 is the 

universal gas constant. 

𝑋𝐷𝑅𝑋 = 1 − 𝑒𝑥𝑝 (− log 2 (
𝜀−𝜀𝑐𝑟

𝜀0.5
)

3

)
 

 (13) 

𝜀𝑝𝑒𝑎𝑘 = 5.375 ∙ 10−4𝐷0
0.54𝑍0.106 (14) 

𝜀0.5 = 0.1449𝐷0
0.32𝑍0.03 (15) 

𝐷𝐷𝑅𝑋 = 8103𝑍−0.16 (16) 

𝑍 = 𝜀̅̇𝑝𝑒𝑥𝑝 (
468000

𝑅𝑇
)

 

 (17) 

The Equations from 13 to 17 are reported in [23] and [48] and are referred to the microstructural 

evolution during thermo-mechanical operation under temperature lower than 1010 °C. As a matter 

of fact, no thermal gradient greater than 750 °C were reached during the experimental cutting tests 

and this result justifies the decision to choose these set of equations although in the work of Shen et 

al. [23] are developed the equations for higher temperatures as well. 

4.6 Short-range contribution 

The 𝜎∗ term represents the material resistance to plastic deformation due to the short-range 

interactions where thermal activated mechanisms assist the applied stress in moving dislocations 

(Equation 18). Short-range obstacles are a general classification of any disturbance of the lattice that 

is ‘small enough’ so that thermal vibrations can, together with the effective stress, move the 

affected part of a dislocation through that region [49]. 

𝜎∗ = 𝜎0 (1 − (
𝑘𝑏𝑇

∆𝑓0𝐺𝑏3 𝑙𝑛 (
𝜀̇𝑟𝑒𝑓

𝜀̇𝑝 ))

1/𝑞

)

1/𝑝

 (18) 



where 𝑘𝑏 is the Boltzmann constant, 𝑇 is the temperature, ∆𝑓0 , q and p are calibration parameter 

and 𝜀𝑟̇𝑒𝑓 is typically taken as 106 or 1011 [50], σ0 is the frictional stress and its value is equal to 

683MPa [34]  . 

4.7 Hardness prediction model 

The strengthening induced by the machining operation on the material can be modeled as suggested 

by Equation 19: 

∆ℎ = 𝑘ℎ𝑀𝛼𝐺𝑏√𝜌𝑖 (19) 

this model has been successfully implemented via sub-routine by Ding and Shin [51]. 𝑘ℎ is a 

material constant that has been calibrated taking into account the experimental results. The obtained 

value was equal to 80.18 in order to compute the resulting hardness in Vickers. In Figure 3 is 

reported the prediction strategy implemented by sub-routine into the FE software SFTC DEFORM© 

in order to simulate the constitutive material behavior of the Waspaloy during machining 

operations. 

To obtain the correct value of the numerical constants of the material behavior developed model, a 

fitting procedure of experimental true stress-true strain has been carried out. The calibration 

procedure was stopped when the error between the predicted and the experimental flow stress was 

minimized. The value of the obtained calibrated constants or obtained by literature analysis are 

reported in Table 2. 

 

5. Finite Element Model 

A Finite Element physics-based model of the orthogonal cutting process has been developed using 

the commercial software SFTC Deform 2D®. A plane-strain thermo-mechanical analysis was 

performed via Update-Lagrangian code with remeshing technique.  



The workpiece was meshed with 20000 isoparametric quadrilateral elements, with a severe mesh 

refining near the cutting zone, having here a mean element size of 2μm, in order to obtain more 

accurate results on the worked surface and a better chip geometry. The tool has been modelled in 

the FE software as a rigid body and the geometry has been obtained studying the cutting tool using 

a ConScan Surface Profilometer Anton-Paar. In detail, the tool was scanned by a laser on the 

section transversal to the cutting direction and the obtained profile was imported into the FE 

software. The interaction between the tool and the workpiece was modelled by implementing the 

hybrid friction model in order to take into account both the effects of sticking and sliding at tool-

chip interface. Considering the thermal aspects of the model, the global heat transfer coefficient 

(hint) at the tool-workpiece interface was set equal to 105 kW/(m2K) according to the guidelines and 

literature results [7, 8]. Concerning the machining tests under wet and cryogenic lubri-cooling 

condition, to better simulate the two different cooling effects more consideration had to be done 

than dry cutting simulations. In detail, an environmental window for heat exchange have been 

considered and two different values for the heat transfer coefficient (hlocal) has been set at the tool-

chip interface. The value of hlocal has been calculated using Equation 20, according with [52]. 

 

ℎ𝑙𝑜𝑐𝑎𝑙 =  
0.20

𝑒0.35𝑔0.33  
𝑉𝑓

0.65𝑘𝑓
0.67𝑐𝑝

0.33𝛾𝑓
0.33

𝜈𝑓
0.32   (20) 

 

Where e is the equivalent length and g is the gravitational acceleration, while the remaining 

parameters are related to the cutting fluid: Vf is the velocity, kf is the thermal conductivity, γf is the 

specific weight, 𝛎f is the dynamic viscosity and cp is the specific heat capacity of the lubri-coolant 

fluid considered. In this specific case, the equivalent length was referred to the diameter of the 

nozzle. 

 

5.1 Friction Model Calibration and Validation 



The friction model employed in machining simulations was the hybrid model, it is particularly 

suited to simulate machining operations [7, 12, 13, 24]. This model depends on two coefficients (μ 

and m) and singularly describes the effects of sticking and sliding conditions that happen at the tool-

chip interface. The aim of the calibration phase was to obtain the numerical value of the friction 

coefficients on varying cutting speed and feed rate. The values of the coefficients were determined 

through an iterative calibration strategy based on classical “trial and error” technique. Particularly, 

it consisted to compare the experimental cutting forces and temperatures with those predicted, 

modifying the friction coefficients until the error did not reach value lower than 10%.  The 

calibration was carried out by FE analysis considering various cutting speeds and feed rates for each 

individual lubri-cooling condition and interpolating the obtained coefficients values through 

Response Surface Optimization Methodology (RSM) using MATLAB© curve fitting tool. These 

values, visible in Table 3, represent the results of the best trade-off regarding the absolute error 

between the considered variables (cutting forces and temperatures). 

In the calibration phase, it was necessary to employ four proper case studies among the 

experimental test, because it is the minimum number suggested by the software that allows to 

develop the friction equations as a bi-linear law. The RSM permitted to obtain the previously 

reported models with very high predictive capacity, having a coefficient of determination R2 very 

close to 1.  Once the coefficient were calibrated, the FE model has been validated by comparing the 

experimental data with the other corresponding simulation results and the results are reported in 

Table 4. The predicted principal cutting forces were in a good agreement with the ones found in the 

experiments, with an overall average error of 4.76%. The predicted feed forces showed a total 

absolute error equal to 9.21%, that was higher than the principal cutting force. However, due to the 

very complex deformation process simulated, this specific entity of error was considered 

acceptable. Moreover, it is important to highlight that the tool geometry changes due to the wear. 

This aspect was not modelled because of higher computational time caused by a significant number 

of equations involved. Therefore, the higher error in feed force was also attributed to the absence of 



tool wear in the finite element model, which was unavoidably present in the machining processes of 

super alloys [4, 47]. Concerning the temperature into the cutting zone was successfully predicted 

with an overall average error of 6.97%. This suggest that the developed thermo-mechanical 

numerical strategy was correctly modelled. 

At the end of the calibration, the equations describing the trends of the friction coefficients μ and m, 

were defined dependent on the cutting parameters (cutting speed Vc and feed rate f), as illustrated in 

Equations (21) and (22) for dry condition, (23) and (24) for wet condition, (25) and (26) for 

cryogenic condition: 

𝜇(𝑉𝑐 , 𝑓)𝐷𝑅𝑌 =  0.5567 −  0.00227 ∗ 𝑉𝑐 − 1.213 ∗ 𝑓        (21) 

𝑚(𝑉𝑐 , 𝑓)𝐷𝑅𝑌 =  0.5881 −  0.00581 ∗ 𝑉𝑐 + 0.3048 ∗ 𝑓       (22) 

𝜇(𝑉𝑐 , 𝑓)𝑊𝐸𝑇 =  −0.04 +  0.000222 ∗ 𝑉𝑐 + 2.2 ∗ 𝑓        (23) 

𝑚(𝑉𝑐 , 𝑓)𝑊𝐸𝑇 =  −0.04 +  0.000222 ∗ 𝑉𝑐 + 2.2 ∗ 𝑓        (24) 

𝜇(𝑉𝑐 , 𝑓)𝐶𝑅𝑌𝑂 =  0.5306 −  0.00278 ∗ 𝑉𝑐 − 𝑓        (25) 

𝑚(𝑉𝑐 , 𝑓)𝐶𝑅𝑌𝑂 =  0.5306 −  0.00278 ∗ 𝑉𝑐 − 𝑓        (26) 

Taking into account the friction coefficient values showed in Table 3 and in Table 4, generally, they 

show a decreasing trend with the increase of the cutting speed. Considering dry and cryogenic 

machining conditions, the coefficients tend to maintain slightly different value, in good agreement 

with the results found by Courbon et al. [53]. On the other hand, the usage of the lubri-coolant in 

wet conditions gravely reduces the friction effects and so the values of the coefficients.  

The numerical values of the predicted variables (cutting and feed forces and temperatures) 

compared with the experimental ones are also reported in Figure 4 for dry cutting condition, in 

Figure 5 for wet cutting condition and in Figure 6 for cryogenic condition 



As previously explained in Section 3, during the chip serration formation it is possible to observe 

both HSSZ and LSSZ due to the competition of strain hardening and thermal softening phenomena. 

This experimental evidence was also successfully predicted, as shown in Figure 7, Figure 8 and 

Figure 9 in dry, wet and cryogenic machining conditions respectively. Taking into account the 

micrographs, the deformed region changes its morphology depending on the cutting parameters and 

cooling conditions. The HSSZ was characterized by strong deformed grains with severe 

modifications of substructures, while in LSSZ was possible to see that grains were slightly 

deformed or in the cases that showed a strongly serrated chip, grains were very similar to material 

not deformed (e.g. Vc= 40 m/min, f = 0.15 mm/rev – dry condition). The chip predicted by the 

numerical model showed a low strain value exactly in the LSSZ while higher values of plastic 

deformation were reached into the thin shear zone (HSSZ).  

It is also important to highlight that the occurrence of segmentation, as well as almost continuous 

chip formation at varying cutting parameters and cooling conditions was predicted by the model. As 

suggested by Umbrello [54], a good measure of the accuracy of a machining numerical model is 

also suggested by its capability to correctly predict the chip formation during the machining 

process, this statement suggests the excellent robustness of the proposed numerical model. 

6. Surface integrity analysis: results and discussion 

The thermo-mechanical loads induced by machining process caused substantial microstructural 

modifications on the worked surface [25]. The trigger and the evolution of these microstructural 

changes is extremely hard to be evaluated via experimental analysis, but the physics based FE 

model allows to have a complete assessment of these phenomena while they start and evolve during 

the machining process. 

The microstructural modifications experimentally observed were deeply investigated through the 

numerical model once the validation phase was completed. In particular, they usually consisted of 

large deformed grains; but depending on the cutting speeds, feed rate and cooling conditions, 



further dynamic phenomena usually occurred. Beneath the worked surface, it was possible to 

observe plastically deformed grains characterized by diffused intersecting slip bands due to the 

localized shear effects. The slip bands behave as preferred site for development of highly 

misoriented structures [55]. These phenomena were more evident in HSSZ of the chip 

microstructure, where plastic deformation was extremely higher. Huang and Logé [56] described 

the metallurgical phenomena that happens into the strongly deformed region, where it was possible 

to relief a high concentration of dislocations arranged into cellular substructures, which generally 

are considered as preferred grains nucleation zones, causing DRX phenomena. 

In detail, in Figure 10 and Figure 11 are reported the comparison of the micrographs and the 

numerical results of the altered microstructure on the machined surface and the chip. 

The FE simulation was able to easily predict the grain size changes due to the thermo-mechanical 

load induced by cutting into the chip as well as on the machined surface. Although, the high 

refinement made difficult the experimental quantitative analysis of the microstructure into the shear 

band and in the ultrafine grain layers beneath the machined surface, the numerical model showed a 

reliable predictive capability related to these phenomena. It is important to highlight that the model 

was able to predict not only the new grains formation and evolution, but also the dimension of the 

region characterized by the severe grains refinement (altered layer thickness beneath the machined 

surface). In detail, taking into account the Figure 10, the optical micrograph showed a thin 

homogeneous layer (almost 8µm) in which the grains were very small and thus it was difficult to 

quantify their dimensions. The comparison with the numerical prediction suggested that the very 

thin layer was mainly characterized by very small grains with dimensions lower than 4µm difficult 

to be caught by optical microscopy. Moreover, the dimension of the affected layer predicted was 

perfectly comparable with the experimental one; therefore, the numerical developed model was able 

to predict the thickness of the altered material. The very good numerical results were also obtained 

changing cutting parameters and cooling strategy. The reason of the grain refinement, as suggested 

by the numerical prediction strategy, was due to the dynamic phenomena as DRX. Therefore, based 



on the FE model outcomes, it is possible to claim that dynamically recrystallized grains mainly 

characterize the very thin layer. This latter was mainly experimentally observed in the case studied 

where the cutting parameters were critical (Vc=70m/min, f=0.15mm/rev) under cryogenic 

conditions. These ultrafine grain layers were less evident on the samples machined under dry 

conditions while the wet conditions totally avoided this kind of phenomenon. The presence of 

dynamically recrystallized grains particularly promoted by the cryogenic environment during 

machining processes was extensively investigated and confirmed from many researchers [1, 57, 58]. 

Indeed, the cryogenic fluid immediately freezes the very hot material into the cutting zone totally 

avoiding any grain growth and recovery effect. The physics based model showed the ultrafine grain 

layer formation due to DRX only when the cryogenic machining was simulated. Indeed, the thermal 

conditions that modelled the presence of liquid nitrogen were set through environmental windows 

into the cutting zone, while to simulate the dry conditions, only the exchange heat with the 

environment was used due to the lack of lubri-coolants. Therefore, it is clear that the thermal 

conditions also play an important role in inducing microstructural changes. The capability of the 

cryogenic machining to promote the DRX and avoid the recovery phenomena is well assessed by 

the scientific community [59] and this aspect is well represented by the FE model.  Therefore, the 

developed strategy can be effectively used to understand the reason of the thin layer formation, its 

composition, the microstructure size and its evolution depending on the cutting parameters and 

cooling conditions. 

In Figure 11 is reported the comparison between the numerical and experimental microstructural 

alteration due to the cutting operation within the chip. As previously mentioned in Section 3, the 

serrated chip was characterized by two regions with different microstructural features. The 

experimental observation did not permit to deeply know the metallurgical phenomena that occurred 

into the HSSZ as well as their evolution at vary thermo-mechanical loads. However, the FE 

developed strategy allowed to study the occurrence of the new microstructures. As showed by the 

simulated chip formation, the grain size inside the HSSZ was finer than the surrounded one (usually 



slightly deformed) and the dynamic phenomenon that leads to the grain refinement was the DRX 

due to the combination of high temperature and plastic deformation. The new microstructure 

consisted of sub-micrometer grains according with the results reported by Ni and Alpas [30], 

Fernandez-Zelaia [60] and Ravi Shankar [61, 62]. Moreover, the width of the deformed and 

undeformed zones were clearly distinguishable thanks to the grain size changes (Figure 11) and 

were completely comparable with the optical micrograph. 

It is well known that the tool action on the machined surface typically causes material changes and 

consequently modification of the material properties. Generally, large plastic deformations lead to 

work hardening phenomenon that is usually experimentally appreciated by hardness measurements. 

The hardness variation is commonly attributed by the grain size changes and is analytically 

described by the Hall-Petch equation [20]. However, the regions beneath the machined surface, 

where the measured hardness showed higher variations, were wider than the layers characterized by 

DRX (Figure 12). These results suggest that the DRX was not the main responsible of hardness 

increasing, indeed below the DRX layer the grains showed regions subjected to substantial slip 

activities that means increment of dislocation density [63]. Consequently, the numerical model was 

useful to investigate the role of dislocations in relation with the hardening and recovery phenomena. 

It is important to highlight that the dislocation density computed on sub-surface were more 

concentrated in the region experimentally characterized by slip bands. Moreover, the accumulation 

of dislocations led to hardness variation as predicted by the model, and the results are in agreement 

with the measurements (Figure 12). The overall comparison between the experimental and 

numerical hardness value is showed by Figure 13. The data were collected in all the analyzed cases 

on the worked subsurface starting from a depth of 15µm. It is possible to observe (Figure 13a, 13b 

and 13c) that the developed model was able to predict the hardness at varying cutting speed, feed 

rate and cooling conditions. This latter also supported the right modeling strategy used to take into 

account the cooling phenomenon. The maximum average error between the numerical and 

experimental results did not exceed the 5%. Moreover, as suggested by Figure 14, the robustness of 



the model was also confirmed by the hardness prediction through the entire affected layer. This very 

good result is highlighted in Figure 14a, 14b and 14c at various cooling conditions. It is important 

to point out that the good prediction of the hardness variation by the FE model permitted to better 

evaluate the affected layer thickness.  

 

7. Finite Element Analysis  

The FE simulation allowed to predict the cutting forces and temperature as well as to identify the 

grain size modification range, their related formation mechanism, the dislocations accumulation and 

their effect on the hardness beneath the machined surface. In detail, as previously mentioned in 

paragraph 6, the combination of higher cutting parameters (Vc=70m/min, f=0.15mm/rev) and the 

cryogenic fluids led to formation of ultrafine grain layers. These phenomena were less evident on 

the samples machined under dry conditions while they were never observed under wet machining 

conditions. The reliability of the model in predicting fundamental variables (cutting forces and 

temperatures) as well as metallurgical changes were validated; therefore, the developed model can 

be used to explore the effects of further cutting parameters on the machined surface. Generally, the 

increment of the cutting speed permits to reduce the manufacturing time leading to an improvement 

of the overall production, thanks to the developed model it is possible to anticipate the cutting 

forces, temperatures and surface integrity and thus the global feasibility of the process parameters 

selected. Therefore, the authors decided to perform a Finite Element Analysis (FEA) increasing the 

cutting speed to 85m/min keeping the feed rate at two levels (0.05mm/rev and 0.1mm/rev) and 

considering the same cooling strategies (dry, wet and cryogenic). It is important to highlight that the 

feed rate equal to 0.15mm/rev was not included in the analysis since the experimental results 

showed intense tool wear and a catastrophic tool failure during dry tests at the studied cutting 

speeds (55m/min and 70m/min) [4]. As showed in Figure 15 (a), 15 (b) and 15 (c), the feed rate and 

the cooling conditions affect the cutting forces and the temperature. Generally, increasing the 



cutting speed from 70m/min to 85m/min with fixed feed rate of 0.05mm/rev the main cutting and 

thrust forces slightly decrease of 3% while at feed rate of 0.1mm/rev the decrease is equal to 5%. It 

is possible to claim that the cutting forces variation is almost negligible and the trend reached a 

steady state. However, at high cutting speed (85m/min) the difference is still evident at different 

feed rate and cooling conditions. The lower temperatures produced by the cryogenic fluid led to 

higher cutting and thrust forces compared to wet and dry conditions. Concerning the metallurgical 

phenomena, the higher cutting speed led to smaller grains formation due to dynamic 

recrystallization, indeed the combination of thermo-mechanical load triggered the nucleation and 

formation of new grains. Regardless the cooling conditions, the formation of larger recrystallized 

grains induced by a machining operation with cutting speed of 85m/min respect to the ones 

obtained at cutting speed of 70m/min was mainly due to the higher cutting temperatures. On the 

other hand, a different situation appeared taking into account the dislocations accumulation and thus 

the hardness on the machined surface. Focusing at 15µm beneath the machined surface, then 

excluding the recrystallized region, the dislocations density, the plastic deformation and 

subsequently the hardness were computed depending on the cutting speed (70m/min, 85m/min), 

feed rate (0.05mm/rev. 0.1mm/rev) and cooling strategy (dry, wet and cryogenic) (Figure 16 and 

Figure 17). Considering the feed rate of 0.05mm/rev, the increase of the cutting speed from 

70m/min to 85m/min led to the increase of plastic deformations and temperature on the machine 

surface. However, the plastic deformation had a predominant effect promoting the dislocations 

accumulation and thus the raise of hardness. As showed by Figure 17 (a), the material exhibited a 

strain hardening behaviour under dry, wet and cryogenic. On the contrary, at higher feed rate 

(0.1mm/rev), the increase of cutting speed led to an increase of cutting temperature and 

consequently a lower accumulation of plastic deformation (dry and wet conditions) causing a 

decrease of dislocation densities and thus of hardness (Figure 16 a and Figure 17 b). Taking into 

account dry and wet conditions, it is possible to observe that despite the plastic strain at higher 

cutting speed was lower, the cryogenic machining still permitted to reach higher plastic 



deformations. However, the difference of temperature at feed rate of 0.1mm/rev was more 

significant (60 °C) than the one observed at lower feed rate (23 °C), therefore the higher thermal 

gradient led to a predominant thermal softening effect against the higher plastic strain under 

cryogenic conditions. Moreover, the higher temperature difference under cryogenic machining led 

to a lower accumulation of dislocations due to the predominance of recovery (Figure 17 b). This 

analysis highlights that machining Waspaloy with cutting speed higher than 70m/min does not 

permit to achieve higher hardness values beneath the machined surface without correctly setting the 

feed rate parameter. The FEA showed an upper limit in improving the surface integrity in terms of 

hardness, in fact, as showed by Figure 17 (b), the cooling strategy did not significantly affect the 

dislocation density and thus the hardness, but the most relevant variation was due to the cutting 

speed once the feed rate exceeded the value of 0.05mm/rev. 

 

7. Conclusions 

In this study the metallurgical phenomena induced by orthogonal cutting on Waspaloy was 

experimentally investigated and numerically modelled. The main deformation mechanisms that 

affect the material during plastic deformation were preliminarily studied. The nickel-based super 

alloy analysed showed significant plastically deformed regions characterized by grains with altered 

shapes, intense slip activity and in some cases recrystallization depending on the thermo-

mechanical loads. Subsequently, a proper physics based modeling approach was developed to 

model the previous mechanisms identified and to study the metallurgical phenomena that were hard 

to be experimentally investigated.  The reliability of the FE strategy was confirmed by the good 

prediction of the variables of industrial interest, i.e. cutting forces and temperatures at the contact 

surface between the worked material and the cutting tool.  Furthermore, the model predicted the 

metallurgical micro-scale and nano-scale phenomena on the chip and on the machined surface and 

sub-surface, as grain refinement layers and dislocation accumulation on the strongly deformed 



regions. In detail, the appearance of very thin layers of deformed material characterized by very 

small and indiscernible grains was numerically analyzed via FE simulations. The obtained results 

evidenced the new grain formations (sub-micrometer dimension) as dynamic recrystallization 

phenomenon due to the combination of very large strains and rapid freezing of the machined 

surface.  Furthermore, the hardness variation induced by machining operation was experimentally 

measured. This variation was observed in a larger region characterized especially by deformed 

grains subjected to intense slip activity instead of grain refinement. In detail, in these regions the FE 

model predicted the hardening effect due to the accumulation of dislocations where dynamic 

recrystallization did not also occur. Subsequently a FEA was performed to study the effect of higher 

cutting speed, namely 85m/min, on the cutting forces, temperature and surface integrity. The FEA 

showed that when the feed rate was fixed to 0.05mm/rev, the Waspaloy showed a strain hardening 

effect predominant when the cutting speed was increased while at higher feed rate (0.1mm/rev) the 

higher cutting speed led to thermal softening effect predominant. This latter led to recovery effect, 

less accumulation of dislocation and thus sub-surface hardness. Finally, the model can be used to 

easily study the complex metallurgical phenomena that occur during machining operation 

performed on Waspaloy under different lubri-cooling conditions and cutting parameters. 
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Tables and Captions  

Table 1: Experimental test conditions. 

Cutting Speed [m/min] Feed Rate [mm/rev] Cutting Condition 

40 0.05/0.10/0.15 Dry/Wet/Cryogenic 

55 0.05/0.10 Dry/Wet/Cryogenic 

55 0.15 Wet/Cryogenic 

70 0.05/0.10 Dry/Wet/Cryogenic 

70 0.15 Wet/Cryogenic 

 

 

Table 2: Numerical constants identified after the calibration procedure. 

Numerical constants  Value Numerical constants  Value 

α 0.35 Qv [J/mol] 220000 



Kc   2.10E+01 Dv0 [m
2/s] 5.50E-06 

Ω0 10 α0
G 2.7 

Ωr0 0.18 d [µm-0.5] 1 

Δf0 0.4 ν 1.40E+00 

ρ0 [m
-2] 5.00E+11 q 1.34 

p 0.27  m 3.06 

 



Table 3: Overall error obtained at the end of the calibration procedure. 

 
Calibration test Friction Coeff. Error % Overall  

Absolute Error % 

D
R

Y
 

 

Vc [m/min] f [mm/rev] μ m Fc  Ft  T 

40 0.05 0.41 0.37 1.55% 11.81% -4.18% 5.85% 

40 0.15 0.28 0.40 -1.03% 2.55% -1.04% 1.54% 

55 0.1 0.31 0.30 6.06% -2.46% -0.76% 3.09% 

70 0.1 0.28 0.21 8.69% 18.80% -5.23% 10.91% 

W
E

T
 

 

40 0.05 0.08 0.08 -0.87% 4.34% -3.14% 2.78% 

40 0.15 0.30 0.30 -0.30% -9.77% 3.46% 4.51% 

55 0.1 0.19 0.19 -2.63% -0.64% -3.91% 2.39% 

70 0.1 0.20 0.20 -0.54% 4.83% -6.72% 4.03% 

C
R

Y
O

G
E

N
IC

 

 

40 0.05 0.37 0.37 9.08% 1.24% 14.29% 8.20% 

40 0.15 0.27 0.27 2.25% -3.39% 7.33% 4.32% 

55 0.1 0.28 0.28 -2.29% 3.32% 21.96% 9.19% 

70 0.1 0.24 0.24 9.20% 8.78% 7.25% 8.41% 

Overall Absolute Error % 3.71% 5.99% 6.60% 

 

 

  



 

Table 4: Overall error obtained at the end of the validation procedure. 

 
Validation test Friction Coeff. Error % Overall  

Absolute Error % 

  
  
  
 D

R
Y

  

Vc [m/min] f [mm/rev] μ m Fc  Ft  T 

40 0.1 0.34 0.39 0.54% -9.46% 4.13% 4.71% 

55 0.05 0.37 0.28 1.49% 7.23% -10.38% 6.37% 

70 0.05 0.34 0.20 1.27% 31.89% -1.91% 11.69% 

W
E

T
 

 

40 0.1 0.19 0.19 -5.57% -5.45% -2.07% 4.36% 

55 0.05 0.08 0.08 1.45% 12.20% -3.46% 5.70% 

55 0.15 0.30 0.30 3.04% -15.13% -5.91% 8.02% 

70 0.05 0.09 0.09 1.82% 16.21% -8.17% 8.74% 

70 0.15 0.31 0.31 9.10% 2.09% -6.29% 5.83% 

C
R

Y
O

G
E

N
IC

 

 

40 0.1 0.32 0.32 18.13 7.03% 19.15% 14.77% 

55 0.05 0.33 0.33 4.44% 7.32% 12.43% 8.06% 

55 0.15 0.23 0.23 -1.26% -11.51% 4.52% 5.76% 

70 0.05 0.29 0.29 5.09% 7.58% -6.91% 6.53% 

70 0.15 0.19 0.19 8.68% -5.50% 5.35% 6.51% 

Overall Absolute Error % 4.76% 9.21% 6.97% 

 

 

 

 

  



Figures and Captions 

 

 

Figure 1. Deformation mechanisms induced on Waspaloy machined surface; a) Vc = 55m/min f = 

0.1mm/rev dry condition, b), c) and d) different stages of deformation mechanisms.  

 



 

Figure 2: Different deformation mechanisms in chip 1a) and 2a) and in the machined surface 1b), 

2b) and 3b) 



 

Figure 3: Prediction stategy implemented via sub-routine to simulate the material behavior of the 

Waspaloy during machining operations. 

  



a) b) 

c) 

Figure 4: Mean and variation of experimental (EXP) and numerical simulated (NUM) cutting force 

(a), thrust force (b) and temperatures (c) for different cutting parameters in dry cutting condition. 

  



a) b) 

c) 

Figure 5: Mean and variation of experimental (EXP) and numerical simulated (NUM) cutting force 

(a), thrust force (b) and temperatures (c) for different cutting parameters in wet cutting condition. 

  



a) b) 

c) 

Figure 6: Mean and variation of experimental (EXP) and numerical simulated (NUM) cutting force 

(a), thrust force (b) and temperatures (c) for different cutting parameters in cryogenic cutting 

condition. 

 

 

Figure 7: Comparison between experimental and numerical predicted chip formation at different 

cutting parameters in dry machining condition. 

Dry 40 m/min Dry 0.1 mm/rev

0.05 mm/rev 55 m/min

0.15 mm/rev 70 m/min



 

 

Figure 8: Comparison between experimental and numerical predicted chip formation at different 

cutting parameters in wet machining condition. 

 

 

Figure 9: Comparison between experimental and numerical predicted chip formation at different 

cutting parameters in cryogenic machining condition. 

 

Wet 40 m/min Wet 0.1 mm/rev

0.05 mm/rev 55 m/min

0.15 mm/rev 70 m/min

Cryo 40 m/min Cryo 0.1 mm/rev

0.05 mm/rev 55 m/min

0.15 mm/rev 70 m/min



 

Figure 10: Microstructure prediction and comparison with the micrographs of the machined surface 

(Vc=70m/min, f=0.1mm/rev, cryogenic condition). 

 



 

Figure 11: Microstructure prediction and comparison with the micrographs of the machined chip 

(Vc=70m/min, f=0.1mm/rev, cryogenic condition). 



 

Figure 12: Dislocation concentration beneath the worked surface and consequent hardness variation, 

Vc=40m/min – f=0.15mm/rev – cryogenic. (the dislocation density prediction is superposed to the 

optical micrograph).  

 

 

 

 

 

 

 

 



a) b) 

c) 

Figure 13: Mean and variation of experimental (EXP) and numerical simulated (NUM) hardness 

beneath the worked surface in dry (a), wet (b) and cryogenic (c) machining conditions. 

 

 



 

Figure 14: Comparison between the experimental (EXP) and numerical simulated (NUM) hardness 

through the affected layer in cryogenic (a), wet (b) and dry (c) cooling conditions at Vc=70m/min – 

f=0.1mm/rev. 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

Figure 15: a) Main Cutting Force; 9b) Thrust Force; c) Temperature at cutting speed of 85m/min 

varying cutting conditions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

Figure 16: Predicted plastic strain a) at cutting speed of 85m/min, feed rate of 0.1mm/rev under 

cryogenic conditions; b) average value of plastic deformation at different cooling conditions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

Figure 17: Computed average value of dislocation density and hardness at varying cutting speed 

(70m/min and 85m/min), feed rate (0.05mm/rev and 0.1mm/rev) and cooling conditions. (METTERE 

STESSA SCALA SIA PER DENSITA’ CHE PER HV!!!!) 


